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• Expert demos might provide more info! 
• Imitate the whole expert procedure
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BFS procedure execution

Run BFS expand (keep track of actions to each cell).

Run BFS backtrack. 

Example: BFS
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Example: MCTS
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Conclusion
• Gap in imitation learning: more expert info than (S, A) pairs 

- Chain of thought imitation learning 
• Expert computation relies on tools not available during eval 

- Procedure cloning: clones expert computation 
• Results 

- Significant (zero-shot) generalization to new env configs

Paper: arxiv.org/abs/2205.10816
Code: 
github.com/google-research/google-research/tree/master/procedure_cloning
Website: sites.google.com/corp/view/procedure-cloning
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