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Off-policy Evaluation (OPE)
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Given                                       and
Policy value

Off-policy evaluation via DICE
where

DICE estimators: DualDICE, GenDICE, GradientDICE, …
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Connections?



 as Linear Programs (LPs)ρ(π)
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Lagrangian

Primal -LPQ

Dual -LPd

Off-policy



Regularized Lagrangian
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Regularization choices



Regularized Lagrangian
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Estimator choices



Regularized Lagrangian
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Solution baseness



Regularized Lagrangian
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Recover OPE estimators



BestDICE Performance
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Estimator choice:      ≻

Reward scale invariance


